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Abstract

An analysis of the complexity involved in the computational modeling of catalytic reactions is presented, including a review of applications
a the use of
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nd limitations of ab initio methods in this context. The foundations of parametric methods based on simulation techniques and
lementary parametric energy functionals are briefly discussed. We describe the implementation and facilities of a quantum-chemic
sually referred to as CATIVIC, especially tailored for catalytic processes. Finally, the application of this code to catalytic systems isted
ith several examples.
2004 Published by Elsevier B.V.
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. Introduction

The importance of catalysis may be exemplified by the
ollowing facts: (i) the synthesis of about 60–80% of indus-
rial chemicals relies on catalysts[1,2]; (ii) the world market
or catalytic products is about US$ 10 trillion[3]; and (iii)
he total investment on royalties and licenses in the field is
ore than US$ 3 billions[4]. In addition, catalysts are being
assively used in automobile emission control and, more re-

ently, in very selective devices in indoor environments[5,6]
or the elimination of tobacco smoke and nasty toilet odors
nd in garbage disposal. Also for volatile organic compounds
VOCs) in cooking, wood products, plastics, office equip-
ent, glues, the treatment of microbial contamination from

entilation systems and domestic water pollutants. In general,
he quality of live is to improve by using “smart catalytic”
evices – catalysts that modify their activity depending on a

∗ Corresponding author.
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coupled sensor – or “intelligent materials”. Catalysts are
useful in the synthesis of chiral pharmaceutical compo
and in cleaning water, air and soil pollution.

A new generation of highly selective catalysts will
obtained from the synthesis of nanoparticles supporte
surfaces, encouraging most of the major chemical and p
chemical corporations to invest significant resources
nanocluster research. Furthermore, applications of cl
chemistry are relevant in different technological disciplin
the recording industry, in metallurgic and high-electro
technology, miniature magnets, quantum-dot lasers, si
electron transistors, thin films, Josephson devices, s
conductor memory, optical storage, colloids, coating, s
encapsulants, sensors, electro-optical microelectronics
rogragy, biomedical devices and batteries.

The catalytic properties of clusters are somewhat di
ent from those in extended solids[7–9]. Despite of the grea
developments of modern quantum-chemistry (QC), man
proximations have to be made in the modeling of indus
catalysts in order to obtain results in tractable computat
381-1169/$ – see front matter © 2004 Published by Elsevier B.V.
oi:10.1016/j.molcata.2004.09.062
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times. Somorjai and coworkers[10] suggest that “Model cata-
lysts could be and should be designed to possess all the com-
plexity of multicomponent of sophisticated industrial cata-
lysts without the high surface area.” The application of clus-
ter models to understand the phenomena of chemisorption
and catalysis is not new, they have been around for decades
[11]. In fact, clusters are not only useful as surface models but
can be synthesized as fundamental components of catalysts
and electronic devices[12–15]. However, there are practical
problems in carrying out accurate calculations for intermedi-
ate cluster sizes using ab initio methods. The computation of
accurate electronic properties requires electron correlation
energies and, for very heavy atoms, the inclusion of rela-
tivistic effects. Therefore, there must be a tradeoff between
model size and accuracy. Atomic geometrical arrangements
are critical to cluster properties, and the adsorption energy
usually oscillates with cluster-model size[16]. The difficulty
in finding global minima[17] is that optimization with clas-
sical potentials[18] is still widely used instead of a direct
QC geometrical energy minimization. Moreover, clusters are
dispersed on solid supports that, in many cases, have a strong
effect on reactivity properties. Reaction mechanisms in sur-
face catalysts are very complex and normally require reac-
tive ensembles (sets of active sites involved in a particular
reaction step) and reactive aggregates (collections of reactive
e
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because of their complexity, in particular, catalyst prepara-
tion. The latter is of vital importance because it allows the
generation of the desired and adequate active phase, particle
size, surface structure, composition, and oxidation states for
particular selective catalyst properties. It is the know-how of
industrial efficient catalysts.

Catalysis research involves interdisciplinary areas of sci-
ence and engineering, in the same way that catalytic model-
ing entails several disciplines: quantum-chemistry, classical
mechanics, molecular dynamics, Monte Carlo, kinetics, fluid
dynamics, thermodynamics and process engineering. A sim-
ple scheme for the complete modeling of the whole catalytic
process and the connection between different branches of
research are displayed inFig. 1. Quantum-chemistry is the
source of information to be coupled with other areas of sci-
ence in order to obtain macroscopic properties. The gap be-
tween the microscopic information obtained from QC can be
extended to realistic systems using statistical techniques and
classical potentials. Quantum molecular dynamics employ-
ing Car-Parrinello schemes are shown as dotted lines from
QC to thermodynamic properties and reaction velocity con-
stants. Theoretical results can be integrated into microkinetic
models by using Monte Carlo methods, velocity and diffusion
constants to obtain product distribution, reaction mechanism
and possible intermediates. It may be noted that the whole
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nsembles necessary for the formation of a product).
The importance of this topic is supported by the re

uge effort made in the European Union with the QUAn
imulation in Industry (QUASI) project[19]. In this projec
ifferent well-known quantum-chemistry (GAMESS-U
URBOMOLE, MNDO, VASP) and classical (CHARMM
ULP, AMBER, DL POLY, GROMOS) codes, among o
rs, have been integrated in a quantum mechanics/mole
echanics (QM/MM) scheme. It is significant that the

asks to be tackled correspond to the modeling of Cu/Z
u/zeolite and enzymes catalysts.
In this work we analyze the complexity of: catalytic p

esses in different areas of chemistry, physics, and eng
ng; quantum catalytic modeling; surface processes; an
rgy flux at the reaction center. A survey of the most re
nd relevant computational modeling work using ab in
ethods is also carried out in Section3. In Section4, the
lternative of using quantum-chemistry parametric met

s presented. Several examples have been selected in S
relating zeolite catalysts and the formation of biolog
olecules on graphite platelets. Finally, some comment

emarks are given in Section6.

. Complexity of catalytic processes

The life of an industrial catalyst involves a successio
teps: preparation→ activation→ operation→ deactivation

regeneration. However, most of the theoretical mode
s concerned with the reactions involving the catalyst
ng the catalytic process. Others processes are not mo
n

ange of phenomena to be modeled range from Angstro
eters and from femtoseconds to hours.
Practical QC calculations, as mentioned above, are a

romise between the theoretical framework and the size
elected model. Modeling catalytic reactions comprise
ral stages (seeFig. 2). (a) Location of reactive adsorpti
ites and adsorption modes for a molecule on a selecte
ace. This is normally done by trial and error, starting at
erent adsorption site locations with various adsorbate o
ations. Bader’s theory of reactivity (topology of the den
aplacian) is perhaps a powerful tool to establish the loca
nd properties of adsorption sites, as well as the optimal o

ation of an adsorbate on the surface[20,21]. (b) Adsorption
equires the evaluation of potential energy curves (PECs
rovide information on bonding, orbital interaction, and e

ronic charge transfer change during the process. The
ence of a precursor state (physisorbed molecule) may a
efore chemisorption occurs. It is convenient, but very ex
ive, to carry out optimizations of both the adsorbate and
trate in each PEC step at fixed adsorbate–surface dis
n order to analyze relaxations throughout the adsorption
ess. (c) Adsorption may occur by excited molecules, ex
dsorption sites or both of them. For example, Nienhaus[22]
oncluded that electronic excitations are phenomena th
ur in exothermic reactions on metallic surfaces. The
ortance of surface and adsorbate excited states has
et been considered in standard QC modeling of cata
eactions. (e) Adsorption leads to surface reconstructio

result of significant relaxations due to surface–adso
ond formation. This issue has been well established in

ace science physics[23,24]. (f) Bond activation is a releva
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Fig. 1. Different theoretical disciplines needed in the modeling of catalytic reactions from micro to macro properties.

issue that leads to bond breaking and the generation of new
compounds. It is useful to have the facility for evaluating
bond strength in the computational package. (g) As pointed
out by Haber[25], “The phenomenon of catalysis may be
explained in terms of the nature of intermediate complexes
formed on interaction of the reacting molecule with the
group of atoms of the catalyst.” Many intermediate com-
plexes may occur in a catalytic process as shown by Zaera
[26] in the surface chemistry of hydrocarbon fragments. (h)

The Langmuir–Hinshelwood model[27] of surface reactions
implies the diffusion of reactants on the surface; therefore, po-
tential energy barriers along several directions must be evalu-
ated. (i) Previous dissociations of adsorbed species may take
place before the surface reaction occurs[28]. (j) The knowl-
edge of reaction pathways and activation barriers for surface
reactions is fundamental for improving catalyst selectivity
[29]. (k) Surface desorption is a relevant process because cat-
alyst life-span depends on product residence time[30]. This

the qua
Fig. 2. Processes to be considered in
 ntum modeling of a catalytic surface reaction.
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Fig. 3. Surface processes occurring in catalytic reactions.

is also important for modeling thermally programmed des-
orption (TPD) techniques that are useful in surface chemistry
[10].

In addition to surface reactions, several other processes
are simultaneously taking place relating a surface catalyst.
A schematic scenario is presented inFig. 3. (a) It is well
known that the support has important effects other than lead-
ing to a more effective dispersion, but support–cluster bond
interaction affects the adsorption site reactivity[10,31]. (b)
Many catalytic reactions rely on surface coverage (island for-
mation). Surface chemical reactivity in general effectively
depends on surface adsorbate concentration[32]. (c) Coad-
sorption and cooperative effects, even for weakly adsorbed
molecules, are very important as proposed by Iwasawa[33].
Coadsorbed molecules are able to assist and activate the reac-
tion of strongly adsorbed intermediates that control the cat-
alytic reaction path. (d) Addition of promoters is a standard
way to improve the activity of catalysts[34]. (e) The growth
of adsorbed clusters on a support is a common phenomenon
that takes place on catalytic surfaces[10,35]. (f) Migration
from the bulk to the surface (segregation) may occur changing
the catalytic surface composition[36]. (g) Particle diffusion,
coalescence, and coarsening are very important processes of
relevance in the synthesis of supported metal crystallites[37].
(h) Catalysts are deactivated by the poisoning of active sites or
b
s racti-
c ally,
t the
r also
a

s
fi ctant,
p fied
m m is
s ves

Fig. 4. Energy flux in a reaction center.

the active site if it has an energy greater than the heat of
desorption because it has not been immediately dissipated.
(ii) The active site is blocked if the time for energy dissipation
is shorter than that for other molecular processes. (iii) The
inverse reaction can occur if energy dissipation time is too
slow especially for exothermic reactions. (iv) Consecutive
and secondary reactions may happen if energy dissipation is
lengthy. Note that this model may be applied to Eley–Rideal
as well as Langmuir–Hinshelwood reaction mechanisms.

3. Ab initio methods in catalysis

The application of ab initio quantum calculations (ABQC)
to catalysis has continuously grown in recent years. For ex-
ample, in journals such as theJournal of Catalysiswhich tra-
ditionally is exclusively dedicated to experimental catalysis,
y the formation of graphitic carbon deposits[38]. (i) Active
ite regeneration and processes are very important for p
al and economical reasons in industrial catalysts. (j) Fin
he understanding of electronic and energy transfer from
eactive ensemble to the neighboring atoms (support) is
main issue as will be shown below.
According to Borowiak’s model[30], a catalyst posse

ve components: energy source, catalytic center, rea
roduct molecule (PM), and energy dissipater. A simpli
odel of energy transfer in an elementary catalytic syste

how inFig. 4. Four cases may be considered. (i) PM lea
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publication of ABQC have consistently increased in the last
4 years: 6, 7, 11, and 27 articles with DFT calculations pub-
lished in 2000, 2001, 2002, and 2203, respectively. Moreover,
during the same period theJournal of Molecular Catalysis A
published 74 articles on this topic.Catalysis Todaypublished
an especial issue (#3–4) in 1999 dedicated to the progress of
quantum-chemistry in catalysis entitled “Advances and ap-
plications of theory and simulation to heterogeneous cataly-
sis”. The expansion of ABQC in the field of catalysis is mostly
due to advances in computing capabilities (larger memories,
faster and cheaper CPUs). The times of expensive big main-
frames have been left behind.

As mentioned above, ABQC in catalysis have increased
significantly in the last few years. For practical reasons, we
present here a short outline of recent reviews, some relevant
contributions, and the shortcomings of ab initio methods in
this area. Several reviews have been published in the last
three years such as “The virtual chemistry laboratory for re-
actions at surfaces: Is it possible?Will it be useful?” by Groß
[39]; “Perspectives on the first principles elucidation and
the design of active sites” by Neurock [40]; “Applications
of molecular modeling in heterogeneous catalysis research”
by Broadbelt and Snurr[41]. It is also important to consider
reviews to other related areas of catalytic synthesis such as
“The impact of theoretical methods on solid-state chemistry”
b of
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ing energy and bond distances in the fourfold site is not
achieved even for clusters of∼100 atoms. The cluster model
approach is incapable of reproducing accurately the charge
density and electrostatic potential of extended surfaces in Cu
clusters.

Hydrodesulfurization (HDS), the removal of sulfur-
containing molecules from heavy oil, has received much
attention in the field of quantum-chemistry calcula-
tions. The VASP program[51] and a large super-cell
(9.48Å × 20.0Å × 12.294Å) was used by Payen and
coworkers[52–54]to model the (1 0 0) Mo-edge and S-edge
of MoS2 surfaces in order to investigate the H2–MoS2 inter-
action from the thermodynamic point of view[53,54], eval-
uating the changes in the chemical potentials and the Gibbs
free energy. Their main conclusion is that the formation of
vacancies on the edges of the MoS2 is an unfavorable process
from the thermodynamic point of view. Similar results have
been reported for CoMoS and NiMoS systems[55] using also
the VASP package.

Delmon and coworkers[56], using a Pentium II computer
with the GAMESS-US package[57], performed Hartree-
Fock calculations on Mo7S24, Mo7S12, and Mo7S9 clusters
in order to study the activation processes by H2. It was found
that the reaction of H2 with MoS2 clusters was endothermic.
Analyzing a bigger cluster, Mo27S54 [58], the authors con-
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y Dronskowski[42], and “Computations and the future
aterials physics” by Rice [43].
In addition to the topics previously reviewed,

resent some interesting applications of ABQC that s
heory–experiment accord. Yajima et al.[44] reported an orig
nal application of computer-aided design of a novel cata
sing a combinatorial computational chemistry appro
esults predict that Ir3+ and Tl3+ ion-exchanged ZSM-5 ca
lysts, among three other metals (Cu+, Fe2+, Co2+), are the
est deNOx catalyst because of their high resistance tox
oisoning. Rodŕıguez[45] has extensively studied orbita
and interactions and the reactivity of molecules on o
urfaces to explain trends in the interaction of many ad
ates with oxide surfaces. A clever connection of DFT
ulations with industrial reactor design and catalyst se
ion for ammonia synthesis has been performed by Nør
nd coworkers[46]. Aray et al.[47], using electron densi

opology of pyrite-type transition metal sulfides, explai
he experimentally observed reactivity volcano curves
mprovement of the description of Pd(1 1 1) adhesion t�-
l 2O3(0 0 0 1) hasbeen carried out by Mattsson and Jenn

48] that computed accurate surface energies and show
mportance of electron self-energy in metal/metal-oxide
esion. On the other hand, Sautet and coworkers[49] made
n very good theoretical and experimental correlation
trained structure of a four-layer deposit of Pd on Ni(1 0

In order to have one idea of the possibilities of AB
egarding model size, we present some significant exam
nalyzing the H adsorption at the Cu(0 0 1) surface u
periodic super-cell approach or employing finite clus

llas and coworkers[50] found that the convergence in bin
luded that there are two types of twofold unsaturated
CUS): those on the corners are potentially active site
DS reactions while the others on the (1010) edges are on

eactive to�-bond activation.
Orita et al.[59] optimized the Mo27S54 cluster in order to

imic the MoS2 catalyst, employing a numerical double-z
asis set, ECP for Mo atoms, and the generalized gra
orrected (GCA) DFT approach. Theoretical results a
ell with the EXAFS data of dispersed unsupported Mo2.
he authors found[60] from full geometry optimization an
ibrational analysis that the adsorbed thiophene on a Mo16S32
luster has the most stable configuration in a flat adsor
arallel to the (3030) plain.

On the other hand, Raybaud et al.[61,62], using the
b initio VASP program[51] with a unit cell of 72-
toms (Mo24S48) studied the reorganization of the Mo2
urface due to the vacancy formation processes[61],
s well as the electronic properties of MoS2 promoted
urface by Co, Ni and Cu[62] (CoMoS, NiMoS, and
uMoS). The authors concluded that the most favor
romoter (Co or Ni) localization is the substitution
o atoms by Co or Ni located at the edges of the c

yst. In addition, sulfur-metal bond strengths follow the tre
oS2 > Co0.33Mo0.67S2 > Co0.67Mo0.33S2 > Co1Mo0S2 > Ni1
o0S2 > Cu1Mo0S2.
Hybrid computational schemes have been applied t

eolite field. Atoguchi and Yao[63], using ONIOM metho
64] and a cluster model of a MFI zeolite containing 2
toms, made an investigation on Ti sitting in a MFI fram
ork. The results suggested that the T9 and T10 are the
ynamically the more stables sites. Milas and Nascim
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studied the interaction of isobutane with zeolites using DFT-
B3LYP on a 5T[65] and a double-ring 20T clusters[66].
The results show that the activation energy decreases with
increasing cluster size.

Czekaj et al.[67–69]have analyzed the V2O3(0 0 0 1) sur-
face by means of DFT with cluster models of different sizes.
They found that large clusters, used to mimic different sur-
face terminations, yielded similar electronic results for bulk
vanadium and oxygen centers thus demonstrating the valid-
ity of the cluster approach for V2O3 systems[69]. On the
other hand, the oxygen layer termination exhibits stronger
relaxation of sub-surface vanadium layers than other layers
which results in an increase in the ionic charge at the surface
[68]. Bonding in V2O3 can be described by a mixture of ionic
and covalent contributions, and the base/acidic properties of
oxygen/vanadium sites scale with their coordination number
[69].

Dynamics of clusters (Pd64) adsorbed on a support
(Al384O576) have been performed by Cruz Hernández and
Ferńandez Sanz[70]. A combination of classical pair po-
tentials (metal–metal and metal–surface) obtained from DFT
and classical molecular dynamics simulation was carried out
with the DL POLY code[71]. Results reproduce the experi-
mental findings that at a temperature of 500 K the Pd atoms
diffuse into the alumina bulk.
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4. Parametric methods

Quantum-chemistry methods are normally based on the
evaluation of the wave function (Hartree-Fock [HF], con-
figuration interaction [CI], many-body perturbation theory
[MBPT], coupled cluster [CC], etc.) or the density func-
tion (DFT). However, all of these methods, as mentioned
above, are very inefficient for massive calculations of multi-
ple processes in large complex systems, such as the catalytic
structures shown in Section2. There is an avenue that still
has a lot of unexplored possibilities: the quantum parametric
approach or semiempirical methods. In these methods, the
wave function is not derived, and the integrals or elemen-
tary functionals of the Hamiltonian operator are expressed in
terms of interacting parametric functionals. These function-
als are properly designed to simulate components of atomic
and electronic interactions so as to reproduce several exper-
imental or well-calculated properties of a set of molecular
systems. Advantages and drawbacks of those methods are
described as follows.

(a) Integral calculations are not time consuming because
most of them are evaluated from parametric function-
als; therefore, these methods are faster than the rest of
the QC methods.
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Notwithstanding the large number of successful ABQ
odeling catalytic steps, there are some drawbacks[39] that
ust be mentioned.

a) High level ABQC remain prohibitively expensive
large amorphous systems.

b) Bonding cannot be described by a single determ
(DFT) for open-shell molecules on surface TM oxi
with a localized d shell[72,73].

c) Super-cells are not large enough to model “real” na
tructures.

d) DFT is not well suited to address electronically exc
states. It requires the use of time-dependent DFT
quantum dynamics[74].

e) Relativistic effects for heavy TM, actinides and l
thinides have to be considered.

f) Band gaps are unsatisfactorily underestimated by D

As we can see in this short review, ABQC have progre
normously; however, for practical purposes there are
any challenges to be overcome. The future of ABQ
romising taking into account the outstanding yearly gro
f computer performance. Nevertheless, the number of

o be modeled in catalytic processes is vast and with m
eaction intermediates, non-uniform surface structures
ultiple reaction paths; in other words, there is a high c
lexity. Considering that nanoparticles appear as funda

al components in the new stereoselective catalysts, then
etails and accuracy are required from theoretical mod

n order to satisfy technological requirements.
b) The fundamental bases of parametric methods are
understood in terms of simulation techniques[75,76],
which are used to define the set of parametric functio
A precise representation of the Hamiltonian can be
lected as reference for simulations; for example, a co
uration interaction (CI) energy functional. Simulation
energy functional components is fundamentally subs
tiated by means of the generalized Weierstrass’s theo
The virial and Hellmann–Feynmann theorems may b
corporated as parameterization constrains[77]. Minimax
and variational principles can be established in term
corrected simulated functionals[77,78].

c) The main drawback is the troublesome parameteriz
process and a correct selection of parametric func
als to ensure accuracy. Parameters and functiona
obtained in a way not normally included in parame
codes. Therefore, programs for optimization of para
ters and functionals are not available to users, as it o
with standard ab initio methods where the optimizat
of the basis set and active space and configuration s
tion are customary tasks.

d) The use of a minimum basis set can be addresse
the concept of Optimized Transformed Minimum Ba
Set (OTMBS)[77]. It is explained by considering diffe
ent auxiliary basis sets for dissimilar local environme
in which electronic interactions are represented. Se
orthogonality conditions related to these basis sets
been established.

e) The accuracy of these methods depends on the sel
of the parametric functionals. Parametric and ab in
methods may be complementary. Small molecules
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Fig. 5. Strategy employed in calculations of interaction adsorbate–substrate (adsorption process).

be calculated with relatively high accuracy by ab initio
methods. On other hand, location of adsorption sites, in-
termediates, geometries, and possible products can be
explored before doing ABQC. In particular, initial guest
matrices from parametric methods can be the starting
point in ab initio calculations of large systems.

Some of the ideas presented above have been implemented
in our program CATIVIC[17,79–81]. This is the first version
of a code specially tailored for catalytic reactions that offers
several tools to facilitate their modeling. A schematic dia-
gram for different stages in the calculation of the adsorption
step is shown inFig. 5. (a) Transition metal clusters normally
have unpaired electrons; therefore automatic optimization of
the substrate spin-configuration is performed for a selected
range of multiplicities after geometry optimization, deciding
on the most stable. (b) Several techniques have been imple-
mented to find the most stable state and excited states as-
sociated with electronic configurations of the substrate and
substrate–adsorbate system. Substrate density relaxation for
prepared states and the possibility of electing different initial-
guess configurations are accessible by considering only the
shifting of molecular orbitals. (c) The location and properties
of adsorption sites can be determined from the topological
properties of the density Laplacian, as well as the optimal
orientation of adsorbates on the surface[20,21]. Parametric

methods have demonstrated that it is possible to reproduce
qualitatively ab initio theoretical results of valence critical
points [82]. (d) The PEC is calculated by means of a scan
along the line that joins the critical points of the adsorbate
and substrate. (e) A scan in other directions is also performed
in order assure the optimal interaction, relaxing at each point
all the components of the system. (f) Bonding properties
are evaluated considering diatomic binding energies (DBE)
[83], diatomic energies (DE), bond orders (BO), charges, and
molecular orbital correlation diagrams are computed[84] to
discern adsorbate and substrate orbitals that participate in the
adsorption bond.

The methodology for optimization of atomic and molecu-
lar parameters using standard parametric functionals are de-
scribed elsewhere[79,85]. We are working on more sophisti-
cated functionals that depend on functional expansions[78]
and lead to a more involved reparameterization.

5. Parametric applications to catalysis

5.1. Size effect on zeolite adsorption site

There is experimental evidence of non-local, long-range
interactions in the zeolite structure; for example, the acidity
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changes with the Si/Al ratio[86]. It means that Al atoms,
in spite of having long separation distances, maintain impor-
tant interactions, and their presence influences the electronic
charge concentration at other adsorption sites. Similar results
were reported in previous work[79] with different clusters
and smaller charged systems. In addition, long-range interac-
tions in the computation of adsorbate–substrate interactions
have been proposed to be relevant in molecular dynamics
simulations[87]. These results are supported by a satisfac-
tory comparison between CATIVIC and DFT calculations
using a Si2AlO4H8Fe cluster[79].

The variation of charge dissipation with cluster size has
a strong significance in the reactivity of the catalytic active
site [88]. In addition, more realistic cluster size models are
convenient because, in many cases, reaction products may be
controlled by the size of the zeolite micro-cavities. Therefore,
it would be important to understand the effect of a three-
dimensional cavity on the active-site properties because the
electric field generated by the adsorption site surroundings
affects the kinetics and, consequently, the reactivity of the
catalytic system especially for supports that display an ionic
nature.

The effects of cluster size on the adsorption of a NO
molecule on a metallic catalytic site of FeO-ZSM-5 ze-
olite were considered using several cluster sizes where a
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Table 1
Charge changes on Fe, O, O* , N, and NO for models A, B, and C with NO

Model Chargea (a.u.)

Fe O(zeo) O¥ O* N N O

A 0.24 0.06 0.01 0.26 −0.70 −0.44
0.01

B 0.28 0.06 0.04 0.25 −0.63 −0.38
−0.01

C 0.44 0.05 0.07 0.25 −0.72 −0.47
−0.02

D 1.21 −0.08 −0.01 0.33 −0.94 −0.61
−0.14

Positive values indicate that the electronic density increases in the corre-
sponding atom. O(zeo): oxygen of zeolite; O¥: oxygen only bonded to Fe;
O* : oxygen of NO.

a With respect to the model A without NO.

charge of the compensating cation is dissipated with cluster
size[88]. The increase of the Fe electronic charge also cor-
relates with the decrease of the Fe–O¥ bond strength. For
the zeolite oxygen atoms directly bonded to Fe, the changes
are small. Similarly, the charge changes in the oxygen atom
bonded to the iron (O¥) are unimportant. A different charge
change (loss of electrons) is observed in the O and N atoms
of NO. Adsorption of N O produces an electronic charge
withdrawal from N O to Fe. The negative charge on the O*

atoms seems to increase as the size of the substrate increases.
On the other hand, the N atom losses electronic charge, and
the largest charge reduction occurs in the D model.

Cluster-size effects may be analyzed by the study of the
global softness (S= 1/(IE− EA), where IE and EA are ioniza-
tion the energy and electron affinity of the system)[88]. Val-
ues ofSare evaluated by considering the HOMO and LUMO
energies for IE and EA, respectively. The calculated values
of S for the A, B, C, and D models show a small increase
with cluster size (3.33, 3.61, 3.60, and 3.64, respectively).
The trend obtained by Chatterjee and Iwasaki[88] is similar,
but theirSvalue changes are higher probably due to the use
of small cluster models.

5.2. Location of Al and Fe adsorption sites
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a
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i itting
o
i ites.
B
s
i d T2
s d et
a able
T ger
e lly
s Cs
traight channel of a micropore formed by 10-rings w
ll adjacent 5- and 6-rings is simulated. The aim of this
earch is to confirm that the use of standard small clu
resent important deficiencies in the representation o
atalytic active site. The use of parametric methods, su
ATIVIC, can be useful in such catalytic modeling. Cal

ated clusters of small, medium, and relatively big sizes w
onsidered: Si2O4H8AlOFe–NO, Si9O12H20AlOFe–NO,
i31O43H44AlOFe–NO, and Si95O157H70AlOFe–NO of 19
6, 123, and 327 atoms, respectively (seeFig. 6). Edge S
toms were saturated with H atoms. The first step was t

imize the H atoms keeping the rest of the system fixed
he subsequent calculations, the H atoms were maint
nchanged in order to simulate the cluster surrounding

o the zeolite bulk. A total optimization was carried out
ll systems without the adsorbate. Spin multiplicities of 1
, 7, and 9 were evaluated for clusters without NO, being
ultiplicity of 5 and then 7 the most stable ones. Then, l
ptimizations of Fe, all oxygen atoms bonded to Fe, and
ere performed for each cluster system after NO adsor
sing a multiplicity of 4. The NO molecule is bonded throu

he N atom; however, adsorption of O atom is also feas
Qualitative information can be obtained from the cha

hanges in different atoms of the substrate and adso
he charge differences between the A, B, C, and D mo
seeFig. 6) with NO adsorbed and model A without NO a
resented inTable 1. In all cases it may be observed that
e atom gains electrons with NO adsorption, and the ch
hange increases with model size. These results show a s
cant increase of the electronic density at the adsorption
his is in agreement with other theoretical findings where
The distribution of Al and Si in zeolite frameworks h
strong influence on their catalytic properties[89]. Unfor-

unately X-ray diffraction is not practical for the direct d
ection of Al locations on zeolites. A variety of studies
ng quantum methods have been carried out for the s
f Al atoms on zeolites of the ZSM-5 type. Berán [90] us-

ng a semi-empirical method predicted the T12 and T2 s
lanco et al.[91] and Redondo and Hay[92] found that the
ite T9 is the most stable. Derouane and Fripiat[93,94] us-
ng a Hatree-Fock level of theory proposed the T12 an
ites on ZSM-5. On the other hand, Alvarado-Swaisgoo
l. [95], using a HF method, reported that the most prob
sites occupied by Al are T6, T12 and T9, while Lonsin

t al.[96] found that Al in T12 site is the most energetica
table. Experimental results with X-ray diffraction using
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Fig. 6. Models of zeolite doped with FeO and NO chemisorbed: (A) Si2O4H8AlOFe–NO; (B) Si9O12H20AlOFe–NO; (C) Si31O43H44AlOFe–NO; and (D)
Si95O157H70AlOFe–NO.

as charge-compensating cations[97] show that T6 and T9
sites are the most probable ones. Nevertheless, experiments
with same technique[98] report that Al exchange is produced
at the T12, T7 and T10 sites. It may be appreciated that both
experimental and theoretical results are controversial.

All calculations for the location of the Al atom re-
ported above were performed with small zeolite clusters.
CATIVIC computations with a model cluster of 339 atoms
(AlSi79O193H66) of natural FMI zeolite known as mutinaite,
with a similar structure of the synthetic ZSM-5, were carried
out with a spin multiplicity of 2. At each T site, Si is replaced
by Al without using a compensating cation. Total energy data
for all 12 T different sites reveal that the most stable tetra-

hedral sites for Al sitting corresponds to T6 and T2[99].
The zeolite cluster structure for these calculations is modeled
with a sinusoidal channel that is similar to that presented in
Fig. 7. This channel has been selected because it represents
the most tortuous route through the zeolite, maximizing the
contact time between reactant molecules and active sites.

A detail study of stability of Fe atoms in mutinaite on the
sinuosoidal channel was also evaluated for a similar industrial
zeolite. Full optimization of all atoms, except edge H atoms,
was carried out for the (FeSi79O193H67) cluster of 340 atoms.
All calculations were performed with a charge-compensating
cation (H+) located at the most stable place of the four oxygen
atoms bonded to Fe at each T site. Results show that the H+



220 F. Ruette et al. / Journal of Molecular Catalysis A: Chemical 228 (2005) 211–225

Fig. 7. Model of sinusoidal channel of a MFI zeolite (mutinaite) by a
XSi79O193H67 cluster (X = Al and Fe).

location is at those sites that point toward the 10-ring channel.
The optimal multiplicity for all systems was 6. Calculated
total energy values show that the most stable sites correspond
to T11 (see site presented inFig. 7) and T5. One of these sites
is also reported by Chatterjee and Chandra[100], using small
clusters in a DFT approach, as one of the most stable (T11
and T3).

5.3. Extra-framework aluminium formation

Zeolite preactivation is generated by partial exchange of
Na+ by NH4

+ and then steam calcination at 600◦C. Theoret-
ical and experimental determinations of active sites in zeo-
lite frameworks are a controversial issue because preactiva-
tion can produce extra-framework aluminium (EFAL)[101].
Several authors suggest that there is a correlation between
catalytic activity and the presence of non-framework Al ac-
tive species[89,102–105]. In this subsection, we present the
study of water molecules interactions around an Al site lo-
cated on a 4-ring. These framework positions are under strain
and are susceptible to undergo transformations as proposed
by Kunkeler et al.[106] in zeolite beta.

A previous comparison of calculations for Al(OH)3H2O
and Al(OH)3(H2O)3, using a first version of CATIVIC and
an ab initio option (DFT-B3LYP/6-311G** ) in Gaussian 98
[ s for
A ) in
C t
q anges
u mall
a -

ring in ZSM-5 zeolite have been performed, taking into ac-
count the interaction of a H2O molecule with Al at different
(H2O)–Al distances. The formation of a penta-coordinate
complex takes place because H2O is bonded to Al. Using
H2O coordinates from the small aggregate into a larger cluster
(AlSi63O152H49) of 265 atoms, calculations were carried out
and a similar complex is produced (AlSi63O152H49–H2O).
An alike penta-coordinate intermediate has been proposed by
Kunkeler et al.[106]. Nevertheless, the AlO bond breaking
occurs after the interaction with another H2O molecule. Note
that in all our calculations we do not consider temperature ef-
fects. The Al O bond distances and AlO Si angles change
with cluster size, even though in the small cluster the edge H
atoms are maintained fixed. The AlO (oxygen atom of wa-
ter) bond distances have values of 2.34 and 2.16Å; for Al O
(oxygen that contains H+) they are 2.25 and 2.30̊A; and the
average value for the rest of the AlO bonds are 1.850 and
1.72Å for small and large clusters, respectively. OAl O an-
gles have a maximum change of 7◦. However, O Si O angle
is largely distorted by about 30◦ with respect to the initial ge-
ometry (obtained from experimental data) in both CATIVIC
and the DFT-B3LYP/6-311G** approach.

As far as we know, the whole process of EFAL formation
has not been modeled by quantum methods. The complete
formation of EFAL was carried out with the AlSi3O12H9
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107], has been carried out. Results show longer value
l O and O H average bonds (6% and 1%, respectively
ATIVIC with respect to DFT values[108]. This means tha
ualitative results may be used to understand zeolite ch
nder hydrothermal treatment. Thus, calculations with s
ggregates of 25 atoms (AlSi3O12H9) that represent a 4
luster as shown inFig. 8. Successive water molecule (6H2O)
ttacks to the AlO bonds lead to the formation of differe

ntermediate species (see a→ f steps inFig. 8). Bond dis-
ances and orders at each stage are shown inTable 2. The first
tep is the formation of a penta-coordinate species wit
reation of an Al OH2 bond (see a). Breaking of the AlO
ond occurs after the formation of another AlOH2 bond
see b) keeping a penta-coordinate species but with two
er molecules. The addition of another H2O molecule form
n Al OH and a SiOH bonds, breaking a SiOAl bond
see c). In the following step, a similar process occurs
he rupture of a third SiOAl bond (see d). The scission of t
ast SiO Al bond requires the formation of a hexa-coordin
pecies (see e); and then the sixth H2O molecule produce
n Al(OH)3 species that is able to migrate through the

ite channels. Partial results seem to indicate that a si
rocess occurs when using the 265 atoms cluster.

.4. Prebiotic molecules on interstellar clusters of
olycyclic aromatic hydrocarbons

Prebiotic molecular catalytic synthesis in the interste
edium (ISM) is a very interesting and unexplored is

hat is suitable for computational modeling. The presen
mino acids in meteorites[109,110]suggests an extraterre

ial origin of life [111]. Calculations with CATIVIC wer
arried out to study the formation pathways of amino ac
amely glycine and alanine, on the surface of the polyc
romatic hydrocarbon (PAH) coronene[112].

Parametric methods were selected because they ar
icularly helpful in the mapping out of reaction pathw
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Fig. 8. Sequence of steps for the formation of extra-framework aluminium (EFAL).

in intermediate to large systems due to the large number of
extensive calculations that are required to characterize prob-
able routes for molecular formation. In this context, ab initio
approaches may prove inefficient due to the computational

Table 2
Geometrical properties of intermediates in the formation of aluminium extraframework

System (bond) Bond distances,Å (bond orders)
AlSi3O12H9 AlSi3O13H11 (a) AlSi3O14H13 (b) AlSi3O15H15 (c) AlSi3O16H17 (d) AlSi3O17H19 (e) AlSi3O18H21 (f)

Al(4) O(3) 1.84 (0.72) 1.87 (0.68) 1.90 (0.64) 4.32 (0.00) 4.41 (0.00) 5.16 (0.00) 8.28 (0.00)
Al(4) O(5) 1.82 (0.66) 1.84 (0.65) 1.87 (0.63) 1.85 (0.64) 1.84 (0.69) 1.88 (0.61) 8.91 (0.00)
Al(4) O(11) 2.08 (0.30) 2.25 (0.22) 4.73 (0.00) 4.75 (0.00) 4.97 (0.00) 5.21 (0.00) 11.40 (0.00)
Al(4) O(24) 1.84 (0.67) 1.85 (0.65) 1.89 (0.63) 1.85 (0.66) 4.83 (0.00) 5.16 (0.00) 11.15 (0.00)
Al(4) O(27) – 2.34 (0.16) 2.17 (0.23) 2.27 (0.19) 2.29 (0.17) 2.41 (0.13) 6.57 (0.00)
Al(4) O(31) – – 2.11 (0.22) 2.23 (0.19) 2.33 (0.16) 2.24 (0.19) 8.02 (0.00)
Al(4) O(32) – – – 1.84 (0.67) 1.86 (0.66) 1.87 (0.66) 1.80 (0.78)
Al(4) O(35) – – – – 1.83 (0.67) 1.86 (0.62) 1.79 (0.78)
Al(4) O(38) – – – – – 2.41 (0.13) 6.39 (0.00)
Al(4) O(41) – – – – – – 1.79 (0.78)

times involved. For instance, Gaussian 98[107], in a density-
functional-theory mode (B3LYP) and with a fairly small basis
set (3-21G), is a factor of 200 slower than CATIVIC for the
40-atom systems under consideration.
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Fig. 9. Glycine formation on a PAH flake from adsorbed molecular fragments. Empty balls correspond to C atoms.
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Amino acid formation may start with the formation of
the carboxyl group (COOH) as previously proposed in the
literature[113,114]. Calculations show that COOH can also
be generated on PAH surface via the reactions

C(ad) + OH(ad) → COH(ad) (1)

or

O(ad) + COH(ad) → COOH(ad) (2)

but these reactions are limited by surface diffusion constraints
at low temperatures (10 K). The C and O atoms strongly
chemisorb both on top of a substrate Cs atom (usually re-
ferred to as site A) and on the Cs–Cs

′ bridge (site B). Diffu-
sion barrier between sites A and B was found to be less than
0.1 eV for both C and O adsorbates. Nevertheless, the differ-
ences in chemisorption binding energies�EAB between A
and B that can only be overcome by thermal hopping: for C,
�EAB = 1.74 eV, and for O,�EAB = 0.71 eV. The OH radical
chemisorbs only at A also with a strong binding energy of
−2.62 eV. The key feature of reaction (2) is that the result-
ing CcOcOH adsorbate mode (to be referred hereafter to as
M1) is chemisorbed to the surface through both Cc and Oc
atomic components (seeFig. 9). Desorption energy barriers
are around 0.53 eV, but the barriers for chemisorption from
the gas phase are noticeably different at 2.94 eV. These bar-
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ments originating from ice photolysis or the hydrogena-
tion of chemisorbed atomic species. For instance, CH, CH2,
and NH can chemisorb at both A and B sites with binding
energy differences�EAB < 0.33 eV. However, there are al-
ways diffusion barriers between sites A and B; in this re-
spect, the most mobile species is found to be CH2 with
�EAB = 0.13 eV and a diffusion energy barrier of 0.34 eV and
a width at half maximum of∼0.29Å which is susceptible to
tunneling.

The surface synthesis of alanine proceeds in a similar fash-
ion to that of glycine but a CHx hydrogenation step is now
replaced with the reaction

CHx(ad) + CHx(ad) → CHx(CHx
′)(ad) (7)

with 0≤ x≤ 1 and 0≤ x′ ≤ 3. A more efficient route would
perhaps be thea-a recombination of CHx′ with a two-site
chemisorbed amino-acid precursor:

CHx
′(free/ad) + NH2CHxCOOH(ad)

→ NH2CHx
′′(CHx

′′′)COOH(ad) (8)

where, for 0≤ x≤ 1 and 0≤ x′ ≤ 3, x′′ =x andx′′′ =x′, while
for x= 2 and 0≤ x′ ≤ 2, x′′ =x− 1, andx′′′ =x′ + 1.

By comparing reactions on corenene and circumcoronene
surfaces, significant model dependencies are encountered
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iers can be overcome in explosive events such as UV
hotolysis.

In agreement with Woon[114], we found that the forma
ion of the CH2NH2 group is essentially the result of succ
ive partial hydrogenations of CN; however, ifa-a(adsorbate
dsorbate) andf-a (free-adsorbate) surface processes ar
oked, hydrogenation may as well happen before and/or
�–N and Cc–C� bonding (C� is C in CH2NH2 and Cc is C

n COOH). Thea-aor f-a surface reactions of CHxNHy with
1 take the following steps:

Hx(ad) + NHy(ad) → CHxNHy(ad) (3)

CHxNHy(free/ad) + COOH(ad)

→ NHyCHxCOOH(ad) (4

seeFig. 9); or alternatively,

Hx(free/ad) + COOH(ad)→ CHxCOOH(ad) (5

nd then

NHy(free/ad) + CHxCOOH(ad)

→ NHyCHxCOOH(ad) (0≤ x ≤ y ≤ 2) (6)

M1 adsorbate remains well anchored to the surfac
er reaction thus enabling further successive additions.
orth mentioning that the formation of glycine from M1
trongly competed: the single hydrogenation of M1 le
espectively to chemisorbed species of formic acid. S
hesis pathways involve chemisorbed CHx and NHy frag-
hat indicate a preference for amino acid formation to
ur on the smaller flakes due to a more extensive destru
f aromaticity by substrate reconstruction. It is also fo

hat the chemisorption binding energies of the reacting
esulting adsorbates are significantly increased on the su
dge, a property that can lead to increased concentratio

his situation, the two-site chemisorption of COOH impos
trict handedness on amino acid formation that in the ca
hiral surfaces can lead to enantioselection. Since gra
urfaces are achiral, others attributed to interstellar gr
.g. silicates, are being considered.

. Conclusions and comments

a) The importance of modeling catalytic systems is of h
significance because the huge number of application
catalysis in chemical manufacturing and in environm
tal and domestic use. This area deserves specialized
ware [19] for treating the multiple complex stages
volved in surface catalytic processes.

b) Modeling catalytic processes implies several theo
cal branches of science and engineering and diffe
time and space scales. A multidisciplinary approac
required to tackle the complexity of catalytic proces
and the evaluation of micro and macro properties.

c) Ab initio methods have become useful tools for pred
ing particular steps in catalytic processes, and a pr
nent future is foreseen for them mainly depending on
growth of computer capabilities. However, there is a
of work to be done and challenging tasks lie ahead i
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der to establish versatile ab initio approaches for tackling
the difficult catalytic surface processes.

(d) Among the alternatives that must be seriously consid-
ered are parametric methods. These methods are in their
infancy because the systematic improving of parametric
functionals is just starting. The precision of these meth-
ods depends on the reliability of the simulation tech-
niques that are performed in the selection of elemen-
tary functionals and parameterization techniques. Appli-
cation of a parametric method in catalysis with the code
referred to as CATIVIC has shown several practical fa-
cilities that enable extensive calculations.

(e) Qualitative information is very important from practical
point of view. As mentioned by Reynolds[115], “Many
industrial problems are simply too large for timely solu-
tions using large-scale ab initio calculations. . . industrial
chemists are often more interested in trends than abso-
lute numbers.” The synthesis of catalysts requires infer-
ences on structure, composition, effect of promoters, ac-
tive sites, reactivity, stability, etc. prior to experimental
design. There is no doubt on the importance of compu-
tational modeling in the very competitive area of new
applications of catalytic devices using nanoparticles.
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3 (1983) 306.
[95] A.E. Alvarado-Swaisgood, M.K. Barr, P.J. Hay, A. Redondo, J.

Phys. Chem. 95 (1991) 10031.
[96] S.R. Losinger, A.K. Chakraborty, D.N. Theodorou, A.T. Bell, Catal.

Lett. 11 (1991) 209.
[97] D.H. Olson, N. Khosrovani, A.W. Peters, B.H. Toby, J. Phys. Chem.

B 104 (2000) 4844.
[98] O.H. Han, C.-S. Kim, S.B. Hong, Angew. Chem. Int. Ed. 41 (2002)

469.
[99] P. Manrique, Z. Perdomo, Modeling location of Al atoms on a MFI

zeolita used in oil refinery, Unpublished Undergraduate Thesis.
[100] A. Chatterjee, A.K. Chandra, J. Mol. Catal. A 119 (1997) 51.
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